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ARSTRACT

Material interfaces are common in heat flux instrumentation and
in modern thermal protection systems. Intertaces cause mis-—
matches which can significantly affect convective heat flux. A
literature survey .on chemical and thermal mismatches with empha-—
sis on experimental data is presented. Data indicate transient
variations in heat transter coerticient. Unsteady boundary lavyer
equations are solved computationally using upwind differences and .
parabolic grid generation. Results are compared with data, and
other camputational and analytical solutions, to investigate
solution accuracy across a mism;tch. By coupling wall condi-
tions, transient variations in heat transfer coefficient at a
given deflection angle are computed on Space Shuttle Orbiter

materials near an interface during unsteady pitch manuevers.

NOMENCLATURE
Cp Specitic heat
Ce Skin friction coefficient
h Heat transfer coefficient: q/(Taw - Tu)
H Nondimensional total enthalpy
L Reference Length
M Mach number
-] Nondimensional pressure

% AIAA Mamber. Formar Associate Professor of Aeronautics &
Astronautices at Air Force Institute of Technology.




Pr Prandtl number
q Heating rate
R Nondimensional surface radius
Re Reynold’s number
st* Stanton number; q/(T,~ Tw)/cCapu,
t Nondimensional time
T Temperature
u Nondimensional tangential/axial velocity
v Nondimensional normal velocity
v Transformed normal velocity
X Nondimensional tangential/axial coordinate
Y Nondimensional normal coordinate
Y Transformed normal coordinate
Greek
€,n Transtormed coordinates
H Nondimensionalized viscosity
P Nondimensionalized density
§ Deflection angle
nybscripts
(*) Denotes differentiation
aw Denotas adiabatic wall
J Denotes normal grid point index
o Denoteas stagnatioh condition
T Denotes turbulent quantity
w Denotes wall quantity
had Denotes freestream quantity
m Two-dimensional /axisymmetric indicator
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INTRODUCTION

Modern thermal protection systems for reentry vehicles, such as
Snace Shuttle, usually have different materials which intert+ace
at numerous locations. Heat flux instrumentation imbedded in
these vehicles and in models used in ground tests have similar
interfaces. These interfaces cause mismatches which may signifi-
cantly aftfect wall temperatures and convective heat flusx.

Several types of mismatches can occur at material interfaces,
as illustrated by the following examples. First, a physical
mismatch can be caused by a forward or backward facing step at
the surface o' an interface. A step causes flow disturbances
which cause local changes in convective heat flux. Second, a
radiative mismatch can be caused by dif+erent surftace emissivi—
ties, Thus, heat radiated from each side of the interface would
be different, and could result in a wall temperature discontinui-
ty referred to as a thermal mismatch. A thermal mismatch can
also be caused by materials with different thermal properties,
cause different wall temperature responses, and result in a
discontinuity in the wall temperature distribution i1+ conductivi-
ties are very low. A fourth type of mismatch, a chemical mis-
match, can be caused by coatings with ditferent catalytic effi-
ciencies for the recombination of dissociated nitrogen and oxygen
(a chemical nonequilibrium effect). This discontinuity in sur-—
face catalysis can cause a discontinuity in recombination ener;
gies which contribute to the heat flux. O0OFf these mismatches, the
thermal and chemical mismatch have often bean neglected perhaps

because they were not signifticant, and perhaps because ot dif+i-
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culty in realistically accounting for them.

The thermal and chemical mismatch are difficult to account +tor
because of dependence upon local and upstream wall conditions.
Far example, consider an intertace with a hot-noncatalytic wall
upstream and with a cold-fully catalytic wall downstream. During
reentry, part of the kinetic energy ot the treestream air is
converted and stored, thermally by increasing the gas temperature
and chemically by dissociating the gas. Since less energy s
transported to the upstream wall (heat flux) than for a cold-
fully catalytic wall, additional energy is convected downstream
across the interface. Downstream aof the interface, there 1s a
jump in heatAflux because the wall is cold and fully catalytic.
The additional energy convected across the interface causes an
addi tional overshoot in heat flux. Thus, the heat flux depénds
on upstream and lacal wall conditions, which are wusually tran-
sient during ground tests and reentries.

Since numerous materials with different properties and var-
ying degrees of catalvtic efticiency are being used, a method of
evaluating the significance of an interface on the aerothermody-
namic design of a vehicle (and heat +lux instrumentation) 1s
needead. Experimental flignht and ground tests, approximate analy-
tical solutions, and computational solutions are possibilities.
Onily a few references (which will be presented in the next sec-
tion) are avairlable on mismatches with one exception; Humerous
appraximate analytical methods are published on a thermal mis-
match with a discontinuous step (and will not be presented). A

solution for a chemical mismatch with two species is also availa-~




bie, but is not extended in general for reacting multi-species
with finite recombination rates. Some ground test data are
available for a thermal mismatch with & discontinuous step on
simple contfigurations, but ground tacilities can not simulate
some variations in wall conditions, nor duplicate flight condai-
tions. Computational solutions ére becoming widespread, and can
be as general as needed, including transient solutions. But, the
accuracy of computational solutions is ot concern because ot the
discontinuities at mismatches. However, computational solutions
have been successfully applied to available ground and flight
data at chemical mismatches to correlate rate coefficients. Un-
fortunately, no solutions have.been computed to explain some
transient effects near a mismatch during unsteady pitch manuevers
in both ground ana flight tests.

Besides evaluating the significance of mismatches, the primary
purpose of this article is to present and apply a unique tbut
simple) computational method to i1nvestigate steady and unsteady
solution accuracy at mxsmafches using & combination O+ the above
methods. First, a literature survey 1s presented wnicn.covers
available experimental, analytical, and computational 1nvestiga-—
tions of the thermal and chemical mismatch. Next, a computa-
tional solution of the unsteady boundary layer equations has been
developed using three-point upwind differences and parabolic grid
generation. This unique approach minimizes computer resources
needed for transient solutions, but uses differencing techniques
and arbitrary grids applicable for Navier-Stokes solutions.

Next, upwind difference solutions are validated by comparing with

o
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analytical solutions, central difference solutions, and experi-
mental data. Although solutions for a chemical mismatch have
been computed, results are not presented since a thermal mismatch
is analogous and can be validated easier. Finally, the upwind
difference solution is coupled with wall temperatures to predict
transient variations in heat transfer distributions during an
unsteady pitch manuever with a wedge in a wind tunnel test.
LITERATURE SURVEY

A literature survey was conducted primarily on heat transfer
data for chemical and thermal mismatches, but also included some
analytical and computational solutions. References for chnemical
‘miLsmatches will be discussed first. Then a comprehensive survey
of published experimental data for a thermal mismatch will be
presented. Next, details will be given o+ some data which will
be used to compare with computational solutions. Finally, soine
Jata which have indicated transient trends 1n heat transter
coefficient will be discussed.

Chung. Liu, and.Mirels predicted the boundary layer protiles
and heat flux for a chemical mismatch in a raac£ing binary mix-~-
ture.® The overshoot in heat transfer at a chemical mismatch was
confirmed by their theoretical solution of the boundary laver
equations, although catalytic efficiencies for various materials
ware not wWwell known. Based on their solution, a gage with known
catalytic efficiency imbedded in a material or unknown etficiency
was propaosed to determine catalytic efficiency. The multiple
species in air during flight complicates the proposal. I+ air is

appraximated as a binary mixture, then thaeir solution cam vali-




date computational solutions across a chemical mismatch.
Sheldahl and Winkler confirmed the significance of a chemaical
mismatch in arc-plasma tests by using various combinations of
silicon oxide(Si0) and copper (Cu) coatings on a hemisphere-
cylinder.2 For example, the heating on the cylinder with the Cu
coating was more than twice the heating with a Si0 coating. The
heating significantly quadrupled with a Si0/Cu intertace.
Stewart, Rakick, and Lanfranco also confirmed the significance
of a chemical mismatch in arc-plasma tests t+or the Space Shuttle
Orbiter’s thermal protection system by alternatively using the
baseline coating of borosilicate glass, and then a catalytic
overcoat of iron—-cobalt-chromia-spinal.® Again, the heat trans-
fer at locations downstream of a noncatalyticscatalytic intertace
exceeded heat transter rates for chemical equilibrium. Recomoi-
nation rate constants were then adjusted 1n a computational
solution for a reacting boundary layer to match predicted andg
measured heat transfer ratios. Recombination rate constants
were then assumed, and similar overshoots predicted for a tlight
test experiment where individual tiles on the lower surface of
the Orbiter were coated with the same catalytic overcoat.
Shuttle flight results published by Rakick, Stewart, and Lan-
franco (and by Scott and Dérry) confirmed the overshoot in heat
transfer at the chemical mismatch caused by the overcoat.+*-=
Recombination rates had to Ba ad justed for postflight predic-
tions. However, oxygen and nitrogen recombination rates can not
be determined independentiy since their effects are lumped 1n

flight results. In addition, the chemical mismatch causes a




thermal mismatch which becomes msore significant at lower Mach
number. Such a combined chemical/theraal aissatch was assused by
Curry, Rochelle, Chao, and Ting for comsputational predictions at
the Orbiter’s nose cap/tile interface.*

A comprehensive survey of published experimsental data for a
thermal mismatch provided severa)l reterences. lata +or a thermal
mismatch with a step 1n wall tesmperature are given by Scesa for
incompressible, turbulent ¢+low over a tlat plate.” A more thor-
ough study for 1ncompressible, turbuient flow over a plate witn a
step in wall temperature 18 gi1ven by Keynolds, Kays., ana kline.*
Laminar data for 1ncompressible flow are given by Ede and Saun-
ders for a flat plate 1n water,® but erratic data 1ndicate subse-
quent transition to turbulent flow. HcCroskcy published results
for laminar supersonic flow over a tlat plate with a step 1n heat
flux.%e-3* PpPrahara; and Foster presented +t+light data for the
Space Shuttle external tank during ascent which show a si1gnif1-
cant effect on heat flux instrumentation due to a thermal mis-
match.'2 Data were corrected by a tactor o+ two. but no correc-
tion 1s available where complex fiow interactions are expected.
Finally, Durgin published excellent results for both laminar and
turbulent supersonic tlow over a cone. 324 Data trom two of
these references will be discussed 1n more detail.

The experimental data +tor turbulent tlow over a tlat plate with
heating strips was selected to compare with computational soliu-
tions.® The plate 18 1llustrated 1n Figure 1. The tirst tour
strips were unheated, and the remaining strips were heated to

Maintain a step in wall temperature. Due to the low treestream




.ll..-...-......-...-.-lIllIllI---I.-I---IIII-L_f

Reynold’s number of 2.96x10* (0.95x10® at the thermsal mismatch), a
trip wire was used after the second heating strip to transition
the flow. Although this data is corsidersd to be for 1ncompress-

. ible flow, a freestream Mach number of 0.08 was computed for use
in the compreassible algorithes.

Mall temperature data on a cona with a thermsal msissatch are

available for compressible flow at Mach 3.5, 23,34 gn
1llustration of the cone is shown 1n Figure 2. The copper nosas
was cooled for a uni+ore wall tesmperature o+ 233°kK. The att
part of the cone was aade of bDalsa wood, which approximsated an
adiabatic wall, Data are given ¢or both laminar and turbulent
flows with freestream Reynold’s numbers of 2.06 and 7.352x10*
respectively. Si1nce numerous thersocouples were along the wall
of the cone (and uncertainty avoided 1n determining heat +lux),
this data was also selected for computational comparisons.
Recent data for a wedge shown 1n Figure 3 with a thersal sis-
match are also used for computational compar:sons because o+ some
1Nteresting discrepancies. '®™ A gsteel weoge 117.95 x 38.36 cm)
with i1nserts (15,38 # 15.38 cm) starting at 17,95 cm from the
leading edQe was pirtched between 3° to 14° derlection angles
1IN a Mach 14.24 wind tunnel to simulate Space Shuttle Uro:ter
9 flight pitch manuevers. The hypersonic +10w was laminar because
of low Reynald’s number ( 1.2x10%®), (One insert was Flexible-
Reusable-Surface—Insulation (FRS[) from the Orp.ter's thersal

protection system. The haeat transter coetticrient to the FRE1 was

dramatically lower because of the aissatch, but was also lower

than predicted. Data reduction problems encountered by Woo i1ndy-
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cate that the heat transt+er coeftficient varied in tise at a given
deflection angle while the wedQe was pitched.*® Thus, a hystere-
sis loop occurs when the wedge is pitched down and then up. ms
loaop will be predicted computationally.

In another recent test at Mach 6, a teflon button and coaxial
thermocouple gage were imbedded in a blunt-nosed steel plate
which was also pitched.*” A hysteresis loop was indicated by
nusaerous data reduction asthods, although results were somewhat
ditferent from method to method. Because of experimental diffi-
culties for transient heat flux determination, verification of

this transient behavior of the heat transfer coefficient by a

theoretical and computational solution is needed.
DMEORY (UPMIND DIFFESEMCE METHOD)

Si1nce approximsate analytical methods can not be extended 1n
genaral to three-dimensional transient problems, conputatxbnal
sethods are bbco.ing ;|0re popul ar. The accuracy of hsat transfer
predictions are often questioned when cCcomputational msethoas are

used especlally for discontinulities (SUCh as & Mmismatch) ang tor
» coarse gride. Fine Qgrids can be used, but computational re-
SOUrces say then become very large, especially 1f the Navier-
Stokes equations +or the flow are cowled with the heat equation
for the wall temperatures. Therefore, a computational method,
' based on upwind differences, 1s investigated to solve the un-
steady boundary laver equations coupled with various boundary
conditions for the wall tesperatures. Details of the equations
and transforsstions for arbitreary Qrids, the upwind difference

% solution, and boundary conditions are sumsarized next.
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Eouationn and Transforasations

The unsteady boundary layer equations are solved computational-
ly in terms of velocity and total enthalpy. For two-dimensional
flow (m=0) or axisymmetric flow (m=1), the gQoverning equations in

nondimensional form are given for turbulent flow as

R®pe + (R™pu). + (R™0Vv), = O (1a)
(bu)e + (Pu®), + (Puv), = -p, + ([ (H+HyIu, ], }/Re (1b)
(OR) o + (PUH) . + (PVH) , = py +([(H/Pr+sy/Pry)H, (1¢c)

+ OIPr=1)/Pre+iy(Pre-1)/Pre) (ku®) 1.} /Re
where subscripts denote differentiation. Turbulence closure is
accomplished with an eddy viscosity model following Cebeci and
Seith.'® The total enthalpy equation was chosen because of a
truncation error criteria. If a Prandtl number of one 1s as-
sused, the total enthalpy is a linear function of the tangential
velocity for constant properties and iscothermal wall conditions.
Since gradients of other variables (except density) are small
compared to the tangential velocity and enthalpy gradients in the
normal direction, optimization of the normal grid distribution
for sither the velocity or total enthalpy will tend to minimize
truncation error. Density gradientu are usually not a problem 1§
conservative differencing or a transformation 1s used.

The compressible boundary layer equations are transformed to
eliminate density as a solution variable. Although usually used
in a more general form, the transformation given by

v= [ody (2a)
Ve v ¢ Yq ¢ uy, (2b)

1s attributed to Dorodnitsyn by Kim and Chang who solved the

11




unsteady boundary layer equations using central differences.?®
Some details of the transformation and this approach are availa-
ble in theses by Lange for laminar flow,2° by Coffee for an
adaptive grid study,®* and by Chen for turbulent flow.?322
Contrary to most boundary layer solutions which use analytical
transformations, a general transformation for arbitrary grids is
used in addition to the above transformation. Arbitrary grids
are generated numerically by using a new technique of parabolic
'qrid Qeneration, ®® by using analytical transformations for simi-
lar solutions, or by using a combination of techniques. This
approach is more flexible, and is also applicable to more general
solutions of the Navier-Stokes equations. A general transforma-
tion for arbitrary grids in x-Y space to {-n space (corresponding
to a squari grid of unit step size in a rectangular domain) 1s
then applied to Eqs. (1) using the chain rule. One metric( Xnds
corresponding to normal coordinate lines, must be zero to be
consistent with traditional boundary layer assumptions. The
resulting equations are given by
(R™Y) = (Ye(R®uw) p, - Y"(R.U)C}/"C (3a)

Ve * UU /X .+ (V - Y u/x.)u /Y = -p_/x ()
$8 AL B € brp uenriug v 1/ (v R

He ¢ Uﬂc/)(c + (V- YEU/Ne)H“/Yn - [p(.u/Pr’“v/Prv)N'.‘/Yn]n/(VnR.)

* Pe/p * (PUMIPr=1)/Presiy (Pry-1)/Pry)(2u®p/Ynin/ (YaRe)

(3¢)
1n a form convenient for computational solution.

Cinite Difference Selution

The upwind ditference solution which was develaoped 18 ditterent
from usual approaches primarily 1n three ways. First, upwind

differences using either a three-point torward or backward dit-
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ference (depending on the signs of appropriate eigenvalues of
diagonal matrices) are used. This was suggested for the boundary
layer equations,2* put is analogous to the approach used by
Hodge, Stone, and Miller previously in the solution of the incom-
pressible Navier-Stokes equations.®® Sgecond, the metrics of the
transformation are calculated in numerous ways. Third, the dif-
ference solution is simplified because of the upwind differences.
Upwind differences, instead of traditional central differences,
are used for the nonlinear convective terms in Eqs. (3b, 3c)
because of several advantages. Linearized matrgx equations are
more diagonally dosinant when upwind differences are used, and
are unconditionally stable for Eqs. (3b, 3c). Artificial viscos-
ity is not necessary since the truncation error is diffusive, as
opposed to dispersive for central differences. The magnitude of
the truncation error term for an upwind difference is larger by a
factor of two, but 1s second order also as shown below.
Truncation error depends on the grid distribution, and how the
setrics are calculated. If the grid is generated numerically,
then the metrics are approximated by +ti1ni1te differences causing a

metric error, For example if V0, then

VuY = WVNle(Su, - 4u, ., + U,ep) + T,E. )/

CR(Y ey - Y,—) « M.E.) (4a)

".El - -Vnnn/b * L. (4b)
-

T.E. = unnn/Q * e (‘C)

where M.E. refers to "metric error” and T.E. to “truncation
error*. The grid distribution could be optimized so that T,.E. 19
zero, but N.E. could e large. Another option would be to gene-

rate the grid analytically so the metrics could be calculated




exactly, but T.E. could be large for a coarse grid. A combina-
tion of options is used haweaver, and is very useful near singu-
larities. For example, the YE metric is calculated analytically
according to similar solutions near a leading edge singularity,
while downstream of the singularity the grid may be controlled
numerically to minimize truncation error. Thus, metric calcula-
tion is flexible, and independent of the di+ference solution.

Solution of the upwind difference equations is simplified com-
pared to central difference methods. Although matrix bandwidth
increases, iterative convergence necassary for nonlinear equa-
tions is enhanced by upwind differences because of diagonal
dominance. Dominance is obtained even for flows where convec-
tion dominates, since the convective terms in Egs. (3b, 3¢c) are
approxisated by one-sided backward or forward differences depend-
ing on the sign of their coefficients which depend on the pre-
vious iteration. Dosinance is further enhanced by a two—-point or
three-point backward difference for time derivatives. Eecause
of diagonal dominance, a Successive-Over-Relaxation(SUR) or tri-
diagonal matrix solution technique for Eqs. (3b, 3¢) is sut-
ficient. However, & quad-diagonal matrix solution technique 1s
used.®® Eqs. (2, 3a) are then integratea by trapezoidal rule. A
fow 1terations ares necessary for steady or unsteady solutions,
and converge rapidly if wall boundary conditions are simple.
iaundary Conditions

Soundary conditions are specified or coupled with the above
finite difference solution. Because of the parabolic nature of

the boundary layer equations, the normal velocity is specified at
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the wall and computed at the outer boundary. The physical coord-
inate (y) is likewise specified at the wall and then computed at
the outer boundary (for external problems). An inviscid solution
provides the outer edge conditions for the velocity, enthalpy,
and pressure. The pressure across the boundary layer is known
since the normal pressure gradient is zero from the normal mo-
sentum squation. The no slip condition is prescribed at the
wall, and only the wall enthalpy is unknown.

Various conditions are used for wall enthalpy. One option is
to specify the wall temperature. An isaothermal wall, or a wall
temperature step corresponding to the experimental data on the
plate® and wedge,*® are obvious choices. Specified wall tempera-
tures followed by an adiabatic wall is another option correspond-
ing to experimental data on the cone.'* A radiation equilibrium
condition with a resistance—-capacitance analogy to simulate con-
duction effacts is used for the insert in the wedge.2* nlqo-
rithms for the one-dimensional, two—-dimensional, or axlisymmetric
heat squation for the wall can be coupled to the solution, ang
heat flux gages eventually investigated. However, the boundary
conditions were simplified to investigate the accuracy o+ the
computational solutions and significance of mismatches.

BESULTS

The accuracy of the upwind difference algarithm is validated by
comparisons with analytical 'solutions and other algorithms using
central differences. The accuracy of the difference solutions
across a thermal mismatch and the significance of mismatches are

then implied by additional comparisons with experimental data.
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Finally, unique results for an unsteady problem are presented.
Results are computed for three simple geometric shapes to avoid
additional complexitias caused by curvature., These shapes in-

clude a flat plate, a cone, and a wedge.

Elat Plate

First, the skin friction was computed on a flat plate using the
upwind difference algorithm, since an exact solution is available
for incompressible flow. Since the algorithms are for compressi-
ble flow, a Mach number of 0.00f and constant temperature were
assumed. The same 3J0x30 grid generated by a central difference
algorithm with an analytical transformation was used. The met-
rics were very sensitive to how they were approximated, and
therefore the Yg metric was calculated analytically. The skin
friction was less than the exact theoretical solution by no more
than one percent, whereas the central difference algorithm had no
more than a one-half percent overshoot. Thus, the accuracy tor
1ncompressible flow 1s validated.

Other grids were also used since difference algorithms are very
grid dependent. The upwind algorithm did not diverge when a very
coarse grid was used, but the central algorithm did. Both algo-
rithms demonstrated second-order convergence when the step sice
decreased. Second order upwind differences were usuélly neces—
sary, however, since the skin friction with first order upwind
differences for the above grid was only within eight percent.
Similar results were also obtained for a thermal mismatch.

Next, the upwind algorithm was validated for turbulent, incom-

pressible flow aver a plate with a thermal mismatch. The heat

16

S eeen — L .
- . e B e e eis Y mde e——— e e

.




transfer for the unheated/heated plate in Figure | with a 11°K
temperature step was computed, and agrees well with experimental
data as shown in Figure 4. Predictions for laminar and turbulent
flow with and without the mismatch are also 5hown. Note that the
_percentage change in heat transfer due to thg thermal mismatch is
greater for laminar flow., The accuracy was more sensitive to
turbulence modeling than to the numerics for a 61x59 grid with
several grid points in the sublayer. Therefore, computational
accuracy for a mismatch is addressed better using laminar data.
Cone .

Since steady wall temperature data are available tor both
laminar and turbulent flow over a cone with a thermal mismatch,**
upwind difference solutions were computed to validate accuracy
across a mismatch. If the cooled nose of the cone 1s assumed to
have an isothermal wall and nao boundary laver/flow interaction,
then the heat transfer prediction is analogous to a +lat plate
and wedge according to boundary layer theory, except for an
increase in heat tran;fer by a factor of /Z. Thus, the computed
heat transfer coefficients at the nose can be cuhpared with
analytical solutions. Then, the computed adiabatic wall tempera-
ture Qiétribution downstream of the mismatch is compared to tﬁe
measured wall temperature distribution.

The isothermal heat transfer coef%icient on the cooled nose,
predicted by the upwind difference solution for compressible {iow
with & fine grid (61x45%), compared with the central difference
solution to the third decimal. The magnitude of the heat trans-

fer coefficient also compared within a few percent to approximate
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analytical solutions depending on the viscosity law. Further
comparisons are not necessary since Reynold®s analogy leads back
to the skin friction comparisons above far incompressible flow
ovar a flat plate, it the viscosity»is assumed constant.

Next, adiabatic wall temperatures downstream of the thermal
mismatch were computed and compared. Durgin obtained excellent
comparisons bhetween the data and approximate analytical solu-
tions, ** if actual wall temperatures were used upstream ot the
mismatch. The measured and predicted wall temperature distribu-
tioqs along the surface of the coﬁe are shown in Figure S tor
both laminar and turbulent flow. Good agreement is shown consid-
ering that a unifarm temperature was assumed on the cooled nose.
In fact, this illustrates that the error is no greater than the
experimental error in maintaining an isothermal wall on the nose.

[f the analytical and computational solutions are amplified
just downstream of the thermal mismatch and discontinuity, how-
ever, a discrepancy is ev;dent. The iump in heat transfer or
wall temperagure at the mismatch is smeared by numerical trunca-
tion error, and is smeared by conductieﬁ affects 1n any experi-
ment. Therefore, the required grid size.at the mismatch depends
.on the material properties. To account for these probert1es, and
to also compute wall temperatures in general, the computational
solution may need to be coueled with a computational solution of
the heat equation for the materials. Since the wall temperatures
are usually transient., the unsteady equations are solved.

Wadge

Several algorithms were used to predict the heat transter on
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the wedge shown in Figure 3 with a thermal mismatch. Approximate
analytical solutions, central difference solutions of the steady
boundary layer equations, solutions of the Navier-Stokes equa-
tions using an explicit MacCormack’s algorithm, upwind difference
solutions of the steady boundary layer equations, and upwind
difference solutions of the unsteady boundary layer eguations
have been compared to limitea experimental gata on the wedge +t+or
constant deflection angle and for a pitch manuever. Steady
results for a thermal mismatch corresponding to this data have
been obtained by assuming an appropriate wall temperature stap.
The analytical solutions and steady boundary laver results are
given first. Since the flow was hypersonic and some viscous-
shaock interaction was expected, solutions of the Navier-Stokes
equations are then presented. Finally, since transient effects
have been postulated, upwind dift+erence solutions of the unsteady
boundary layer equations coupled with a wall condition for a
thermal mismatch are presented for a pitching wedge.

Several steady solutions of the boundary layer equations for
the wedge with a specified wall temperature step of 95°K were
computed. At 14° deflection angle, the ratio of the heat
transfer coefficient to a reference coefticient at O is shown
in Figure 6. Computational and approximate analvtical solutions
compare as mentioned above for laminar flow on a cone. Al though
predictions account for most of the significant decrease in heat
transfer coefficient, the experimental heat transfer is lawer
near the thermal mismatch, but recovers and agrees downstream,

Since a strong viscous-shock interaction is possible at hyper-
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sonic speeds over the front one—-third of the wedge (especially at
a lower deflection angle of three degrees), the two-dimensional
Navier-Stokes equations were solved computationally by Roberts
using a 62x%30 exponentially stretched grid.2*® HResults for both
an isothermal wall and a thermal mismatch with an assumed temper-
ature step of 88° K are shown in Figures 7 and 8. The ratio o+
the wall pressure to freestream pressure is compared in Figure 8
to the inviscid solution, which is used by boundary layer theory.
The wall pressuwre is higher, as expected because of viscous—-shock
interaction. The thickening of the thermal layer downstream of
the thermal mismatch then caused another interaction, which i3
shown by a small increase in wall pressure further downstream.
However, the interactions only cause small increases in the heat
transfer as shown in Figure 8. The heat transter pradiction 1s
also higher than the experimental data.

Since time variations in heat transfer coet+icient have been
postul ated, unsteady effects and solutions were investigated.
Numerous effects, although perhaps small, cause time variations
in the wind tunnel. fAmong these are variations in twnel condi-
tions, increasing wall temperaturz2s near the leading sdge, con-—
duction, and radiation. An advantage of comnputational methods (s
that these effects can be investigated separatezly. Therefore,
the radiation equilibrium boundary condition with the resistarce-
capacitance analogy was used downstream of the stainless steel/
FRSI interface to simulate thermal lag due to conduction. Since
the flow is hypersonic, a quasi-steady approach (steady inviscid

solutions) is used for edge conditions, and pitch rate effects
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neglected. The unsteady boundary layer equations were then cou-
pled with wall boundary conditions, and solved +or a simulated
injection and pitch manuever of the wedge in the wind tunnel.

The wal} temperature distribution was thus obtained downstream
of the thermal mismatch at each time step. After injection tc &
constant 14" deflection angle, the wall temperatures were al-
lowed to reach equilibrium. The wall temperature distribution at
equilibrium is shown in Figure 9 corresponding to the highest
tamperatures., These temperatures also correspond to the start of
the pitéh manuevear. After the pitch down to 2%, the wall
temperatures decrease, but lag the lowest wall temperatures shown
which occur after the five second hold at 2% (and betore the
pitch up to 14°), At the end of the pitch manuever, thse wall
temperatures are less than the equilibrium temperaturass due Lo
the lag. Equitibrium is eventually reached again with the radia-
tive heat rate equal to the convedctive heat rate.

The convective heat rate distribution was also computed at sach
.time step., but the postulated hysteresis loop is best illustrated
at a given loéation as shown in Figure 10. The heat transter
coefficivnts at 14° (and start of the pitch manuever) decrease
as the wedge is pitched dawn. During the {five second hold at
I®, the heat transfer increases. Then.as the wedge is pirtched
Qp, the heat tramsfer is higher than during the pitch down, and
increases to a maximum at the end of the pitch, manuever. As the
wall temperatures increase towards equilibrium, the heat transfer
eventually decreases back to equilibrium. It should be noted

that this significant time variation in heat transfer occurs just




downstream of a thermal mismatch. Further downstream, the varia-
tion and hysteresis loop are smaller. However, unsteady flow
effects were very small.

Although the axternal flow was assumed to be quas: -steady,

unsteady terms were still included in the boundary layer. sSome

additional lag in the wall temperatures and an overshoot 1n heat
transfer could be caused due to finite convection velaoacities near”
the wall. Solutions with and without the unsteady terms wera
computed, and temporal truncation error was checked by using
smaller time steps. A very small overshoot 1n the heat transtar
ratio of less than one-tenth paercent was obtained when & .ar,
small time step of 25 milliseconds was used. Q2UCh a small ervrec:
is expected for hypersonic flow where only a very small tracoion
of the boundary layer is subsonm.c. The time scale tor tihe h.per -
gonic flow is essentially three or more orders of magnitude (@53
than the time scale for heat conduction at the wall. Thus, a
campletely gquasi-steady approach using steady boundary, layet
solutions or approximate analytical solutions would be azzurate.
For lower velocities and higher pitch rates, unsteady solut.ions
may be required.
CONCLUSIONS AND RECOMMENDATIONS

The flexibility of algorithms using upwind Jifferances and a
general transformation has been demonstrated due to 1mproved
diagonal dominance. Steady, unsteady, and gquasi-st2ady SOLiwbions
were computed efficiently, and wall boundary conditions with
dramatically different time scales were coupled with the salu-

tion. Although alternative solutions are available tor a boundary
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layer, the unsteady nature of viscous solutions of the Navier-
Stokes equations May Nnecessitate a similar approach. This fle..1 -
ble approach 18 also applicable to Navier-Stokes solutions.

The accuracy of an upwind algorithm for the unsteady boundary
layer equations was also validated by comparisors with analytical
solutions., central difference solutions, and e.perimental data,
The error 1n skin fricti1on and heat transter was shown to be
larger for upwind differences than for central ditferences, bt
ot the same order magnitude. Explicit artiticiral viscosity.
which often degrades the accuracy of central difterence 0l.-
tions, was not neccessary with upwing dit+terences even +or very
coarse grids., Howe.er, second-order upwind Jdifterences wera
necessary wlLth coarse grids, especially for mismatches.

The accuracy of difference methods across a tharmal mismatcr,
and significance of mismatches. was also demonstrated. .Seconc—
order solutions, but mot first-order, were SNOwNn to bDeé accurate
across a migmatch. The solutions ana the e:perimental adata also
demonstrated that the heat transfer can be si1gniticantiy attected
locally by mismatches. The dependence on thermal properties and
wall boundary conditions were demonstrated by predicting time
varrations 1n the heat trans+er durinag a pitch manuever O+ a
wedge with a thermal mismatch.

Since modern vehicles and heat rlux 1nstrumentation nave numer -
Ous material 1Nnterfaces wnere thermal and chemical mismatches arae
possible, some method should be used to evaluate the signiticance
of the mismatch, Analytical appro<imations can otten De used,

and appropriate wall boundary conditions should be coupledg with




second-arder 1mplicit finite drfference solutions.
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INCOMPRESSIBLE FLOW
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pressible Flow QOver Plate {ith Thermal Mismatch
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Figure 5. Wall Temperature Comparison for Laminar and Turb-

ulent Flow Over Cone With Thermal Mismatch
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HEAT TRANSFER ON WEDGE
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Figure 6. Steady Heat Transfer Coefficient for Laminar Flow

Over Wedge With Thermal Mismatch
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VISCOUS-SHOCK INTERACTION ON WEDGE
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Figure 7. Pressure on Wedge from Navier—ScoKes Solution With

and Without Thermal Mismatch
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UNSTEADY SOLUTION WITH COUPLED B. C.

0.45 = ¢ = 14° EQUILIBRIUM/STARIN
—-———s = 30
M = 14.24 .
STAR
Re = 1.2x10° _ oI
0.40 1 Ty = 1111% -
y, “_—/_E‘N_D_@-.ijec hold
,/
0.35
Tw/To
0.30 F
0.25
| 1 1 ]
0.2 0.4 0.6 X 0.8 1.0
Figure 9. Transient Wall Temperature Distribution on Wedge

During Pitch Manuever
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UNSTEADY HYSTERESIS LOOP with COUPLED 8. C.
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Figure 10. Transient Heat Transfer Coefficient on Wedge

During Pitch Manuever Showing Hysteresis Loop
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